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Abstract

Recent evidence increasingly suggests that comprehenders are capable of generating probabilistic
predictions about forthcoming linguistic inputs during language comprehension. However, it remains
debated whether language comprehenders predict low-level word forms and whether they always make
predictions. In this study, we investigated semantic and phonological prediction in high- and low-
constraining sentence contexts, utilizing the mouse-tracking paradigm to trace mouse movement tra-
jectories. Mandarin Chinese speakers listened to high- and low-constraining sentences which resulted
in high and low predictability for the critical target words. While listening, participants viewed a visual
display featuring two objects: one corresponding to the critical target word (the target object) and
the other being either semantically related, phonologically related, or unrelated to the target word.
Participants were instructed to click on the target object. The analysis of mouse movement trajecto-
ries revealed two key findings: (1) In both high- and low-constraining contexts, there was a spatial
attraction of the cursor toward semantic competitors, notably occurring before the target word was
heard; (2) there are indications that phonological pretarget attraction effects were observed primarily
in high-constraining contexts. These findings suggest that the constraints of sentences have the poten-
tial to modulate the representational contents of linguistic prediction during language comprehension.
Methodologically, the mouse-tracking paradigm presents a promising tool for further exploration of
linguistic prediction.
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1. Introduction

Probabilistic prediction is widely regarded as an important computational principle in
language comprehension (Federmeier, 2007; Huettig, 2015; Kuperberg & Jaeger, 2016; Pick-
ering & Gambi, 2018; Pulvermüller & Grisoni, 2020). Over the past decade, a substantial
body of empirical research has supported that comprehenders actively anticipate the meaning
of forthcoming information (Federmeier & Kutas, 1999; Huang, Feng, & Qu, 2023; Wang,
Kuperberg, & Jensen, 2018; Wicha, Moreno, & Kutas, 2004). A topic of ongoing debate is the
depth of these predictions, particularly whether they extend to downstream word-form repre-
sentations as compared to high-level semantic representations (see Nieuwland et al., 2020 for
a comprehensive review; also see DeLong, Urbach, & Kutas, 2005; Ito, Pickering, & Corley,
2018; Kukona, 2020; Li, Li, & Qu, 2022; Wei, Huang, Feng, & Qu, 2023). Additionally, a
relatively underexplored issue is highlighted by Huettig (2015) as the “when issue” (i.e., do
individuals always predict upcoming information during language processing). Most existing
studies in predictive processing focus on contexts that highly constrain toward specific target
words. However, as Luke and Christianson (2016) noted, most words in natural language are
not highly predictable, and it is unclear about predictive processing in low-constraining con-
texts. Our current study seeks to bridge this gap. We investigate both semantic and phonolog-
ical prediction in high- and low-constraining sentence contexts, utilizing the mouse-tracking
paradigm to provide new insights into dynamic aspects of language prediction.

Numerous studies support the notion that comprehenders can anticipate the semantic
content of upcoming input. For instance, highly predictable words are read more quickly
(Ehrlich & Rayner, 1981) and evoke a smaller N400 event-related potentials (ERP) response
compared to unexpected words (Federmeier & Kutas, 1999; Kutas & Hillyard, 1984). How-
ever, one should be cautious in interpreting faster reading times and ERP data as indicators
of prediction, considering that these effects might be confounded with integration with
prior context (Federmeier & Kutas, 1999; Mantegna, Hintz, Ostarek, Alday, & Huettig,
2019; Nieuwland et al., 2020; Van Berkum, Brown, Zwitserlood, Kooijman, & Hagoort,
2005). More recent investigations have uncovered prestimulus predictive brain activity,
also known as prediction potential (Grisoni, Dreyer, & Pulvermüller, 2016, 2017, 2021;
León-Cabrera, Rodríguez-Fornells, & Morís, 2017; reviewed in Pulvermüller & Grisoni,
2020). These studies report that high-constraining contexts trigger anticipatory brain activity
prior to the appearance of expected words, termed semantic prediction potential. Notably, the
magnitude of this anticipatory activity correlates with the predictability of the expected word
(see Grisoni, Tomasello, & Pulvermüller, 2021). Moreover, multivariate pattern analyses of
neural data, which examine the time window before the presentation of predictable words,
have revealed predictive effects (Huang et al., 2023; Hubbard & Federmeier, 2021; Wang
et al., 2018, 2020). For example, representational similarity analysis (RSA) has shown that
neural activity patterns following animate-constraining verbs were more alike compared to
those following inanimate-constraining verbs, before the presentation of upcoming words,
indicating preactivation of the animacy features of upcoming words (Wang et al., 2020).
Similar findings were observed with Chinese classifiers, which constrain the animacy of
following nouns (Huang et al., 2023). Additionally, it has been observed that the neural
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pattern similarity for identical words in different contexts is higher than for distinct words,
importantly, prior to the words being presented (Wang et al., 2018). These findings suggest
that comprehenders anticipate semantic information before encountering upcoming words.

The debate concerning whether predictions extend to low-level word-form representations
has been an issue of considerable interest, with mixed evidence emerging from various studies
(DeLong et al., 2005; Ito et al., 2018; Nieuwland et al., 2018; for a comprehensive review, see
Nieuwland et al., 2020; Li et al., 2022). ERP research has observed a reduction in the N400
component in response to unexpected words that share orthographic features with predicted
words (DeLong, Chan, & Kutas, 2019; DeLong, Chan, & Kutas, 2021; Ito, Corley, Pickering,
Martin, & Nieuwland, 2016). Beyond the N400, additional electroencephalography (EEG)
or magnetoencephalography (MEG) studies have reported early components (M100, P130,
N1, P2, N200/PMN, N250, P300) as potential indicators of word-form prediction (Dikker,
Rabagliati, & Pylkkänen, 2009, 2010; Dikker & Pylkkänen, 2013; Gagnepain, Henson, &
Davis, 2012; Kim & Lai, 2012; Sohoglu, Peelle, Carlyon, & Davis, 2012; Vespignani, Canal,
Molinaro, Fonda, & Cacciari, 2010). However, the occurrence of these effects after the onset
of critical linguistic input has led to questions about whether they truly demonstrate predictive
processing (Nieuwland, 2019).

A landmark study by DeLong et al. (2005) investigated phonological prediction in lan-
guage comprehension using the English phonological rule for articles “a” and “an.” The study
revealed an N400 amplitude associated with cloze probability for both nouns and their preced-
ing articles, suggesting the preactivation of the upcoming target at the level of phonological
representations. However, the findings were challenged by a large-scale study conducted by
Nieuwland et al. (2018), which suggest that the limitations of the a/an paradigm, such as
articles not always directly preceding nouns, may contribute to the inconsistent results, leav-
ing the question of phonological prediction unresolved. Recently, Wei et al. (2023) explored
phonological prediction in Chinese idioms using ERP RSA. They presented participants with
four-character Chinese idioms, and varied the syllable of the third characters so that idiom
pairs either shared a syllable (i.e., within-pairs) or not (between-pairs). RSA results revealed
greater neural pattern similarity for idiom pairs that shared a syllable (within-pairs) compared
to those that did not (between-pairs). Critically, this similarity effect was observed before the
presentation of phonologically similar characters. This finding provides evidence for the pre-
activation of upcoming phonological information, at least under circumstances that encourage
predictive processing, such as in structurally fixed Chinese idioms.

Another line of evidence for linguistic prediction comes from studies using the visual world
paradigm, involving anticipatory eye movements toward objects before the corresponding
expressions are heard. In the task, participants listen to sentences while viewing a display
of objects related to the spoken stimuli. These studies revealed anticipatory fixations toward
critical objects before hearing it. For example, Altmann and Kamide (1999) and Kamide, Alt-
mann, and Haywood (2003) showed that participants exhibited more fixations on objects like
a cake after hearing “the boy will eat the…” compared to “the boy will move the…,” indicat-
ing prediction of semantic information. Word-form prediction has also been demonstrated in
this paradigm. In Ito et al. (2018), participants listened to highly predictable sentences while
viewing a visual display that contained a target object corresponding to the predictable word
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and a phonological competitor object that was phonologically related to the predictable word.
Ito et al. found that participants fixated more on phonological competitor objects before hear-
ing the target words, indicating the preactivation of phonological information. While some
replications supported these findings (Kukona, 2020; Li et al., 2022; Li & Qu, 2024; Xu, Ji,
Li, & Pickering, 2024; Zhao et al., 2024), others did not (Ito & Husband, 2017; Ito & Sakai,
2021). Very recently, meta-analytic evidence on visual-world eye-tracking studies from Ito
(2024) found a small but significant phonological prediction effect and highlighted that the
variables driving these predictions are not yet well understood. In particular, Ito (2024) iden-
tifies cloze probability as a significant mediator of prediction, strengthening the motivation
to systematically manipulate this factor in experimental settings. Phonological prediction, as
reviewed above, remains a topic of controversy.

In addition to the “what issue” of linguistic prediction (what is predicted, as discussed by
Huettig, 2015), the “when issue” remains less explored. This concerns whether individuals
always predict upcoming information during language processing, especially whether this
occurs exclusively in high-constraining contexts or also in those that are less constraining.
Addressing this is crucial, as most words in natural language are not highly predictable, and
insights into this area could deepen our understanding of predictive processes (Luke & Chris-
tianson, 2016). Despite its theoretical importance, the “when issue” has not been extensively
explored, and the prevailing body of research on predictive processing has focused predom-
inantly on high-constraining contexts. It is underexplored whether and how people predict
in less constraining contexts. In a seminal study by Federmeier and Kutas (1999), partici-
pants were shown sentences word-by-word, ending with a predictable word (e.g., “palms”),
an unexpected word from the same semantic category (e.g., “pines”), or an unexpected word
from a different category (e.g., “tulips”). Federmeier and Kutas found that N400 amplitude
was reduced for unexpected words from the same semantic category compared to unrelated
ones, in both high- and low-constraining contexts, suggesting facilitation in word process-
ing is not limited to high-constraining contexts. Subsequent studies have further investigated
the impact of context constraints on behavioral or neural responses of words (e.g., DeLong
et al., 2005; Ding et al., 2023; see Brothers & Kuperberg, 2021 for details). Using the visual
world task, Shen et al. (2021) found anticipatory fixations on words phonologically related to
expected words in the predictive context. In contrast, there was no such anticipatory phono-
logical effect in the nonpredictive context (cloze probability = 0). In another study, Ding et al.
(2023) examined predictive processing across sentences with varying levels of constraints—
strong, moderate, and weak—using ERPs. Their findings indicated that strong constraints led
to an ERP positive deflection preceding the nouns, specifically in participants with a high
working memory capacity, while no similar pattern was observed in moderate constraints.
These studies indicate that linguistic predictions are influenced by contextual constraints.

However, it is unclear whether contextual constraints differentially affect the prediction of
meaning and word form. It is plausible to hypothesize that semantic and phonological pre-
dictions might not be governed by a uniform cognitive mechanism, each sensitive to varying
degrees of contextual information. Based on the observed prevalence of semantic predic-
tion effects in the literature, semantic prediction is hypothesized to be a fundamental compo-
nent of language processing, and potentially engaged across different contexts. In contrast,
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phonological prediction may be more context-sensitive, being more likely to be engaged in
high-constraining contexts where the linguistic input suggests a limited set of forthcoming
phonological forms.

The present study aims to explore these hypotheses of semantic and phonological pre-
diction in language comprehension, by investigating semantic and phonological prediction
in high- versus low-constraining sentence contexts. We adopted an experimental approach,
the mouse-tracking paradigm (MT; Freeman & Ambady, 2010; Schoemann, O’Hora, Dale, &
Scherbaum, 2021), which records the trajectories of a computer mouse while participants pro-
cess spoken language. The dynamic trajectory of mouse movements provides a data-rich and
real-time window into how people process spoken language dynamically. MT offers a promis-
ing approach to studying the activation of spoken words. In a foundational study, Spivey,
Grosjean, and Knoblich (2005) used the mouse-tracking paradigm to explore the real-time
processing in spoken word recognition by examining mouse movement trajectories. Partici-
pants were instructed to move the cursor from the bottom center of the screen toward a target
picture upon hearing a spoken target word. The trajectory was influenced by unselected alter-
native competitors, resulting in deflections toward the competitors. In Spivey et al., larger
deflections were observed toward phonologically related competitors. For example, the tar-
get object “candle” and a competitor object whose name shares initial phonemes with the
target word, such as “candy,” appeared in the top left and top right corners of the screen,
respectively. Then, participants heard the instruction “Click the candle.” There was a larger
deflection toward “candy” (phonological competitor) while clicking on “candle,” compared
to an unrelated competitor. This finding was interpreted as evidence of parallel activation and
competition among multiple related items during spoken word recognition.

The mouse-tracking paradigm has been employed in exploring various aspects of language
processing, including language learning and the perception of foreign accents (Bartolotti &
Marian, 2012; Darley, Kent, & Kazanina, 2020; Farmer, Anderson, & Spivey, 2007a; Farmer,
Cargill, Hindy, Dale, & Spivey, 2007b; Freeman, Dale, & Farmer, 2011; Incera, Shah, McLen-
nan, & Wetzel, 2017; Loy, Rohde, & Corley, 2017; Spivey & Dale, 2006). Expanding its appli-
cation beyond linguistic tasks, Bruhn, Huette, and Spivey (2014) used the mouse-tracking
paradigm in a spatial cueing task. Their findings highlighted that mouse-tracking could sen-
sitively detect the influence of cue certainty on anticipatory hand movements. More recently,
mouse-tracking has been applied to the study of linguistic prediction, with a particular focus
on how different speech rates influence predictive language processing (Kukona, 2023). These
studies underscore the sensitivity of mouse-tracking in capturing predictive processing. More-
over, in a recent study by Kukona (2025), the mouse-tracking paradigm has been employed to
investigate phonological prediction during sentence processing. Participants were instructed
to click on the object (i.e., target) referred to in sentences (Experiment 1), or to perform this
task interleaved with a cloze procedure designed to enhance lexical prediction. Despite these
efforts to elicit predictive behaviors, no evidence of attraction toward phonological competi-
tors was observed. Based on these findings, Kukona concluded that phonological prediction
is not a necessary component of language comprehension and may be optional, depending on
various factors. One such factor is lexical predictability (Ito, 2024; Kukona, 2025), that is, the
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degree to which a word is predictable in context may influence the likelihood of phonological
prediction occurring.

In the present study, we conducted two experiments to examine semantic and phonological
prediction in language comprehension. In Experiment 1, we examined semantic and phono-
logical prediction in high-constraining sentences that included a predictable target word.
While listening to the sentences, the target object referring to the predictable target word (e.g.,
��, /la4zhu2/, English translation: candle) was presented alongside one of three types of
competitors, either a semantically related competitor (e.g.,��, /huo3chai2/, English trans-
lation: match), a phonologically related competitor (e.g., ��, /la4jiao1/, English transla-
tion: pepper), or an unrelated competitor. If listeners predict the semantic and/or phonolog-
ical information of upcoming words, there would be greater movement deflection toward
the corresponding competitors before the predictable target word is heard. In Experiment 2,
we assessed semantic and phonological prediction in low-constraining sentences, using the
same set of spoken target words and competitor words to make the effects more compara-
ble across contextual constraints. As reviewed above, semantic and phonological predictions
might rely on different mechanisms, with semantic prediction being a fundamental compo-
nent of language processing across various contexts, and phonological prediction being more
dependent on high-constraining contexts. Therefore, we hypothesize that semantic prediction
occurs consistently across different contexts, whereas phonological prediction is more likely
to emerge in high-constraining contexts.

2. Experiment 1. Semantic and phonological effects in high-constraining sentences

In Experiment 1, we investigated the preactivation of semantic and phonological represen-
tations in high-constraining sentences using the mouse-tracking paradigm.

2.1. Method

2.1.1. Participants
A power analysis showed that a sample size of 52 would be required to achieve 80% power

for detecting an average two-level within-participants psychological effect size (dz = 0.40;
α = 0.05, Brysbaert, 2019). For the current study, 59 native Mandarin Chinese speakers (48
women, age M = 20.54, SD = 1.42, range = 18–24) were recruited from Southwest Uni-
versity. All participants confirmed that they had normal or corrected-to-normal vision, and
they used the mouse with their right hand in daily activities. Ethical approval was granted by
Southwest University.

2.1.2. Materials, design, and procedure
Seventy-two sentences were selected from Li et al. (2022). Thirty-six of them were high-

constraining sentences that each predicted a specific upcoming word, and the remaining 36
were neutral sentences as fillers. We used a cloze probability test to assess the predictability
of the target words, in which target sentences were truncated before the critical words (Taylor,
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1953). Thirteen native Chinese speakers who did not participate in the mouse-tracking exper-
iment were asked to complete each sentence fragment with the first word that came to mind.
The mean cloze probability of the target words was 92.5% (SD = 7.23%). The mean length
of target sentences was 26.3 characters (range: 21–34 characters, SD = 2.8), and the mean
position of target words was at the 17.9th character (range: 8–25th character, SD = 3.4).

In each trial, participants were presented with spoken sentences and a visual display of
black-and-white line drawings of two objects (one target and one competitor). For each tar-
get object, three types of competitors (i.e., semantic, phonological, and unrelated) were con-
structed. In the semantic competitor condition, the competitor object (e.g.,��, /huo3chai2/,
English translation: match) was semantically related to the target object (e.g.,��, /la4zhu2/,
English translation: candle). In the phonological competitor condition, the competitor (e.g.,
��, /la4jiao1/, English translation: chilli) shared the first syllable (regardless of tone)
with the name of the target object. In the unrelated condition, the competitor was seman-
tically/phonologically unrelated to the target object. Name agreement on the line drawings,
word frequency, and visual complexity of the objects were matched across conditions. All
visual objects were adjusted to a size of 263 × 188 pixels. We also assessed the plausibility
of target words, semantic, phonological, and unrelated competitors within the sentences, in
which all sentences were truncated after the target or competitor words. A group of 20 partic-
ipants rated the plausibility of each sentence on a scale ranging from 1 (very implausible) to 7
(very plausible). The plausibility of the target words was higher than that of competitor words
(target: 6.84; semantic competitor: 3.18; phonological competitor: 1.22; unrelated distractor:
1.34). The experiment consisted of a total of 80 trials, which included eight practice trials and
72 experimental trials (36 critical trials and 36 filler trials). Three lists were generated with
12 trials in each type of three competitors, so that no item was repeated within any of the lists.
Participants were randomly assigned to one of the three lists. The positions of the two objects
were fully randomized.

The experiment was operated via MouseTracker software (Freeman & Ambady, 2010). Par-
ticipants were seated approximately 60 cm away from a computer screen (DELL P19175S;
19 in. Flat screen monitor with a screen resolution of 1280 × 1024) and completed the task
using a computer mouse (DELL, MS116c). The trial structure is displayed in Fig. 1. Partici-
pants were instructed to click on a “Start” button at the bottom center of the screen to initiate
a trial. Once participants initiated a trial, a sentence was presented via headphones, and two
visual objects appeared in the upper left and upper right corners of the screen, which were
presented 2000 ms before the onset of the spoken target word (mean duration of spoken tar-
get words: 740 ms). That is, the preview time of visual objects preceding spoken target words
was fixed. Participants were instructed to mouse-click the visual objects mentioned in the
sentence as quickly and accurately as possible. Feedback was provided for 1000 ms if partic-
ipants made an incorrect response. To prevent any premature mouse movements and ensure
that participants’ reactions were directly in response to the visual stimuli, the mouse cursor
immediately disappeared after the “Start” button was clicked. It then relocated to the bottom
center and remained locked until the visual objects were presented. That is, the first time point
in a mouse trajectory represented the onset of visual objects. MouseTracker recorded the raw
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Fig. 1. Trial structure.

data of each mouse trajectory, capturing the x and y coordinates at a sampling rate of 50 Hz.
Cursor speed was set to a value of 12 within MouseTracker, with acceleration turned off.

2.1.3. Data recording and analysis
Data were processed in R 4.3.0 (R Core team, 2023) using the mousetrap package

(Kieslich et al., 2019; Wulff et al., 2023). For each trial, response accuracy, initiation time
(IT), and response time (RT) were computed and recalibrated relative to the onset of spo-
ken target words. As miniscule movements after clicking on the “Start” region were often
observed and then erroneously recorded as extremely short ITs by MouseTracker, we rede-
fined IT as the first time sample when the cursor left the starting region relative to the onset
of spoken target words. This could be negative if participants moved the cursor before the
onset of spoken target words. Following the recommendation of Wirth, Foerster, Kunde, and
Pfister (2020), the starting region was recomputed as a virtual circular starting region with
a diameter equal to the height of the “Start” box (34 pixels), as a rectangular starting region
might be confounded with the starting angle of a movement. Response Times were measured
as the time interval between the onset of spoken target words and the click on the response
field. To examine the effects of semantic and phonological competitors on IT and RT, we
computed generalized linear mixed-effects models using a gamma distribution with a log
link. These models were run with IT and RT as dependent variables using the mixed() func-
tion from the afex package in R (Singmann et al., 2023). We first constructed the maximal
model with the competitor condition (semantic competitor vs. phonological competitor vs.
unrelated competitor) as a fixed factor, and the full random effect structure including random
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intercepts and slopes for the competitor condition by participants and by items (Barr, Levy,
Scheepers, & Tily, 2013). However, the model was simplified, due to the failure of conver-
gence. The final model included the competitor condition as a fixed factor, and by-participant
and by-item random intercepts. Sum-to-zero contrasts were used for coding the competitor
condition. Post-hoc comparisons were computed using the emmeans package (Lenth, 2023).

More critically, to investigate the temporal dynamics of semantic and phonological effects,
time course analyses were performed on the deflection of mouse movements on the horizontal
axis (i.e., x-coordinates; e.g., Incera & McLennan, 2018; Spivey et al., 2005; Ye & Damian,
2022). In the time course analysis, x-coordinates at each sampled time step (for every 20-ms
time bin at 50 Hz sampling frequency) were aggregated, dependent on the conditions. At each
time step, paired t-tests were performed on x-coordinates for phonological competitor versus
unrelated conditions, and semantic competitor versus unrelated conditions, to determine when
the two competitor effects began to emerge and the duration of the competitor effects on the
mouse movement trajectory. We performed this analysis on raw trajectories so the onset of
the spoken target words could be identified from the raw time steps (Ye & Damian, 2022). As
time steps in mouse movement trajectories are not independent, correction for multiple com-
parison was necessary to address whether consecutive significant trajectory segments in our
experiments exceeded what would occur by chance. We followed the Monte Carlo simulations
approach of Dale, Kehoe, and Spivey (2007); cited in Scherbaum, Gottschalk, Dshemuchadse,
& Fischer, 2015) to establish a criterion for the multiple t-tests on the results of trajectories.
We generated 10,000 simulations for the smallest effect (i.e., the phonological competitor
effect) found in both experiments. To generate synthetic x-coordinates of phonological com-
petitor and unrelated conditions, we sampled each time step from a normal distribution with
the mean and standard deviation of this time step from the actual phonological and unrelated
conditions. This procedure aimed to preserve the interdependence between time steps in the
synthetic data. Then, as in the actual data analysis, a paired t-test was computed at each time
step and the longest significant segments were recorded. For each experiment, we constructed
the same number of model participants and aggregated time steps as were used in the actual
analyses. This established a criterion of five consecutive significant time steps for Experiment
1, and five consecutive time steps for Experiment 2, ps < .001, for the analysis of the actual
data (i.e., 10,000 simulations for each experiment).

RT records the onset of the response and is a measure of processing speed. It does not
capture the complexity of the cognitive process during language comprehension. In con-
trast, the time course analysis of mouse movement trajectory focuses on the entire course
of the mouse movement, providing a richer and more detailed picture of the process. Previ-
ous mouse-tracking studies have shown that mouse movement trajectory analysis could be
more sensitive than RT in detecting effects, with some effects observed only in the mouse
trajectory analysis (e.g., Damian, Ye, Oh, & Yang, 2019; Incera & McLennan, 2016). In our
study, the time course analysis captures how effects develop dynamically over time, which
might allow us to better examine whether there are spatial attraction effects and when these
effects emerge, and thus we will mainly focus on the results of the time course of mouse
trajectory.
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Fig. 2. Visualization of time-normalized average trajectories (a) in the high-constraining sentences and (b) in low-
constraining sentences. Rightward trajectories were flipped to appear as pointing toward the left response. The
rectangles surrounding the objects (target vs. competitor) indicate response regions where a mouse should click to
end the trial.

2.2. Results

Data from trials with errors were excluded from further analysis (1.5%), as well as
data from trials following errors (1.5%) to avoid potential post-error adjustments (e.g.,
Danielmeier & Ullsperger, 2011). Errors were not further analyzed due to the low error rate.
Trials with RTs exceeding 2.5 standard deviations from the mean (2.4%) were also excluded
from further analysis. Fig. 2a displays time-normalized average trajectories for each of the
three types of competitors in the high-constraining sentences. The time course of trajecto-
ries was normalized into 101 time steps by linear interpolation, after which trajectories were
aggregated at each time step within each condition. Rightward trajectories were flipped to
appear as pointing toward the left response. The average trajectories show the effects of the
competitors, with more curved trajectories in the semantic and phonological competitor con-
ditions, compared to the unrelated condition. This reflects an attraction toward semantic and
phonological competitors, with a greater attraction toward semantic competitors than phono-
logical competitors.

Table 1 provides a descriptive summary of the two dependent measures and the effects.
The generalized linear mixed-effects model showed no significant effect of competitor con-
ditions on ITs, χ2(2) = 1.16, p = .560, as participants typically initiated the movements
pre-emptively. There was a main effect of competitor conditions on RTs, χ2(2) = 126.38,
p < .001. The post-hoc tests revealed that RTs in the semantic competitor condition were
significantly longer than those in the unrelated condition (p < .001), but the phonological
competitor condition did not differ from the unrelated condition (p = .369). While contrast-
ing between the two competitor conditions, the semantic competitor condition showed longer
RTs compared to the phonological competitor condition, � = 373 ms, p < .001.

In the time course analysis, we aggregated the x-coordinates at each sampled time step for
each competitor condition, using a 20-ms time bin based on a 50 Hz sampling frequency.
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Fig. 3. Results of time course analysis. Time course analysis of the effects of phonological competitors and seman-
tic competitors in (a) high-constraining sentence, and (b) low-constraining sentence contexts. 0 ms at the x-axis
represents the onset of spoken target word. The left panels depict the x-coordinates over time (dashed lines) for the
semantic competitor (in orange), phonological competitor (in blue), and unrelated (in gray) conditions in the two
contexts. In the right panels (solid lines), the orange lines show the semantic competitor effects, and the blue lines
show the phonological competitor effects. The average time points of movement IT, RT, and target word onset
are represented with vertical lines. The horizontal dashed line represents at t = ±2, with values exceeding this
threshold indicating statistical significance (p = .05).

Since raw trajectories have variable end points and an increased degree of data loss occurs
at later time steps (i.e., toward the right side of Fig. 3), we stopped conducting tests at the
time step when less than 70% of data points remained (i.e., 1060 ms since the onset of spoken
word). X-coordinates were compared for semantic versus unrelated conditions, and phonolog-
ical versus unrelated conditions by paired t-tests. Fig. 3a presents the results, with the y-axis
representing the t values and the x-axis representing the time locked to the onset of spoken
target words. Compared to the unrelated objects, trajectories were likely to be attracted by
both the semantic competitors and phonological competitors. The semantic effect and phono-
logical effect both emerged before the onset of spoken target words. The semantic competitor
effect emerged approximately 1380 ms before the onset of spoken target words and persisted
until 220 ms after the onset, spanning 81 consecutive significant time steps. The phonological
competitor effect also emerged before the onset of spoken target words, from −600 to −440
ms relative to the onset, spanning nine consecutive significant time steps. With a criterion of
five consecutive significant time steps, the results of 81 consecutive time steps for semantic
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effect and nine consecutive time steps for phonological effect were accepted as significant
segments with p < .001.

In Experiment 1, while comprehending high-constraining sentences, listeners demonstrated
attraction toward both semantic and phonological competitors. The dynamic time course anal-
ysis revealed that listeners’ attraction toward semantic and phonological competitors occurred
before encountering the spoken target word. Moreover, semantic competitors generated an
earlier attraction than phonological competitors.

3. Experiment 2. Semantic and phonological effects in low-constraining sentences

In Experiment 2, we investigated the preactivation of semantic and phonological represen-
tations in low-constraining sentences using the mouse-tracking paradigm.

3.1. Method

3.1.1. Participants
A power analysis showed that a sample size of 52 is required to achieve 80% power for

detecting an average two-level within-participants psychological effect size (dz = 0.40; α =
0.05, Brysbaert, 2019). A separate group of 56 native Mandarin Chinese speakers (45 women,
age M = 22.25, SD = 2.44, range = 18–30) were enrolled at Southwest University.

3.1.2. Materials, design, and procedure
All aspects of Experiment 2 were the same as those of Experiment 1, with the exception

that spoken target words were embedded within low-constraining sentences. The same set of
critical words were used to construct low-constraining sentences. As in Experiment 1, cloze
probabilities for these sentences were obtained from a group of 20 Chinese native speakers
who did not take part in the mouse-tracking experiment. The mean cloze probability was
23.9% (SD = 11.1%). The mean length of each target sentence was 26.7 characters (range
= 19–34 characters, SD = 3.5), and the mean position of target words was at the 16.7th
character (range = 10–28th character, SD = 5.0). In addition, the plausibility rating on a
scale ranging from 1 (very implausible) to 7 (very plausible) showed that the plausibility of
the target words was significantly higher than competitor words (target words: 6.05; semantic
competitor: 3.88, phonological competitor: 1.66, unrelated competitor: 1.66). The average
sentence length, the position of target words within the sentences, and the plausibility pattern
sentences were closely matched across experiments.

3.1.3. Data analysis
The data analysis was identical to Experiment 1.

3.2. Results

Data from trials with errors (0.9%) and trials following errors (0.9%) were excluded from
the analysis. Trials with RTs exceeding 2.5 standard deviations from the mean (2.6%) were
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also excluded. Fig. 2b displays time-normalized average trajectories for each of the three
types of competitors in the low-constraining sentences. Rightward trajectories were flipped
to appear as pointing toward the left response. Average trajectories show the effects of com-
petitors, with more curved trajectories in the semantic competitor conditions, compared to the
other two conditions, reflecting an attraction toward semantic competitors.

Table 1 provides a descriptive summary for ITs and RTs. The generalized linear mixed-
effects model showed that there was a significant main effect of competitor conditions on
ITs, χ2(2) = 6.09, p = .048, but the post-hoc tests did not show any significant phonological
effect or semantic effect. A main effect of competitor conditions was also observed on RTs,
χ2(2) = 89.39, p < .001, with longer RTs in the semantic competitor (p < .001) but not in the
phonological competitor conditions (p = .370) compared to the unrelated condition. While
contrasting between the two competitor conditions, the semantic competitor condition showed
longer RTs compared to the phonological competitor condition, � = 289 ms, p < .001.

In the time course analysis, x-coordinates were aggregated at each sampled time step for
each competitor condition. We stopped conducting tests at the time step when less than 70%
of data points remained (i.e., 1720 ms after the onset of the spoken word). Critically, the
semantic effect emerged before the onset of spoken target words, whereas the phonological
effect emerged after the onset of spoken target words. As shown in Fig. 3b, the semantic
competitor effect emerged approximately 900 ms before the onset of spoken target words
and persisted until 1140 ms after the onset of spoken target words, spanning 103 consecutive
significant time steps. The phonological competitor effect emerged after the onset of spoken
target words: from 560 to 740 ms after the onset of spoken target words, with 10 consecutive
significant time steps. Correction for multiple comparisons was achieved by accepting seg-
ments of more than five consecutive significant t-tests (p <.001). According to this criterion,
both the semantic and phonological effects were robustly significant.

In Experiment 2, while comprehending low-constraining sentences, listeners demonstrated
attraction toward both semantic and phonological competitors. The dynamic time course anal-
ysis revealed that listeners’ attraction toward semantic competitors occurred before encoun-
tering the spoken target word, whereas attraction toward phonological competitors emerged
after encountering the spoken target word.

To compare semantic and phonological effects between Experiment 1 and Experiment 2,
we performed ANOVAs for each time point with factors semantic/phonological effects ×
Experiment to assess whether these effects significantly differed across the high- and low-
constraining contexts. The analyses revealed significant main effects for both semantic and
phonological predictions prior to the onset of the target (ps < .05). Interaction effects showed
marginal significance for both semantic and phonological effects and across specific time win-
dows before the target onset (ps < .09). Specifically, semantic effects interacted with Experi-
ment during the time window of −1080 to −980 ms, −700 to −640 ms, −560 to −440 ms,
and −320 to −280 ms. These results are consistent with our observation that semantic effects
in high-constraining contexts (Experiment 1) initiated approximately 1400 ms before the tar-
get onset, whereas in low-constraining contexts (Experiment 2), semantic effects began 900
ms before the target onset. Additionally, phonological effects interacted with Experiment dur-
ing the time windows of −480 to −460 ms, corresponding to the later onset of phonological
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effects in Experiment 1 (600 ms before target onset) and their absence in Experiment 2 before
the target. After the target onset, the semantic effect significantly interacted with Experiment
(ps < .05), from 640 to 1140 ms. Phonological effects marginally interacted with Experi-
ment from 620 to 640 ms, which aligns with the emergence of phonological effects in low-
constraining sentences 560 ms after the target onset. While the ANOVAs revealed marginally
significant interactions between the semantic/phonological effects and Experiment before tar-
get onset, we acknowledge that the marginal significance limits definitive conclusions about
the differential phonological effects across experiments. Nonetheless, there are indications
that phonological prediction effects are context-dependent, as t-tests showed.

4. Discussion

In the present study, we investigated semantic and phonological prediction in high- versus
low-constraining sentence contexts, by recording mouse movement trajectories in a mouse-
tracking task. Mandarin Chinese speakers listened to high- or low-constraining sentences
while viewing a visual display of two objects. The results of mouse movement trajectories
revealed that the cursor was attracted toward semantic competitors before the target word was
heard, in both high- and low-constraining contexts. Phonological attraction effects emerged
before the onset of the spoken target word in high-constraining sentence comprehension, but
emerged after the onset of the target word in low-constraining sentence comprehension. These
findings suggest that semantic prediction occurs in both high- and low-constraining sentences.
Having said that, while semantic prediction occurs in both contexts, it begins earlier in high-
constraining sentences than in low-constraining sentences. On the other hand, although the
interaction between the effects of phonological prediction and the degree of context con-
straints was merely marginally significant, there are indications that phonological prediction
occurs primarily in high-constraining sentences, indicating that phonological prediction is
context-dependent.

As reviewed in the Introduction, research on whether comprehenders can predict phonolog-
ical information of upcoming words in language comprehension has yielded mixed findings.
A likely origin of these inconsistent results lies in the varying strength of contextual con-
straints across studies. The present study indicates that phonological prediction may depend
on high-constraining context. This insight helps interpret the mixed literature: one plausible
reason for the absence of phonological prediction effects in some studies could be insuffi-
ciently constraining contexts. In high-constraining sentences, robust contextual cues effec-
tively narrow down potential targets, enabling comprehenders to anticipate the phonological
form of the target word before it is heard. Conversely, low-constraining sentences offer limited
contextual support, which fails to specify potential targets enough for anticipatory phonolog-
ical processing. Consequently, in low-constraining contexts, listeners rely more on bottom-up
processing, attending to the target word’s phonological features only after its onset, rather than
engaging in top-down predictive processing. This difference underscores the role of context
strength in enabling or limiting phonological prediction in language comprehension. Inter-
estingly, the phonological prediction effects observed in high-constraining sentences contrast
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with the findings of a mouse-tracking study by Kukona (2025), in which, despite efforts to
enhance lexical prediction, no evidence was found for pretarget attraction toward phonolog-
ical competitors. In a meta-analysis by Ito (2024), which examined studies with mean cloze
probabilities ranging from 85% to 98%, a small but significant phonological effect was found.
In the present study, the mean cloze probability of the target words was 92.5%, falling within
this range. However, in Kukona (2025), the mean cloze probability was 78%, which is lower.
This difference in cloze probability may help explain the divergent findings. However, a lim-
itation of the present study is the lack of response time evidence for phonological effects.
This may be because the duration of the phonological effect is relatively short, and, therefore,
does not lead to a significant influence in overall response time. Moreover, the interactions
between semantic effects and Experiment, as well as between phonological effects and Exper-
iment, before the target onset, were marginally significant. Additional studies are needed to
further validate these results.

Our findings may offer preliminary insights into the debate on whether linguistic pre-
diction is an “essential” or “optional” function of the language system. Some perspectives
argue that prediction is an essential component of language processing (Kuperberg & Jaeger,
2016; Levy, 2008; Federmeier, 2007), while others consider it optional (Pickering & Gambi,
2018). Both views agree that prediction is likely to occur in high-constraining contexts, but
they diverge in their predictions for low-constraining contexts. The “essential function” view
suggests that the language system actively computes probabilities for high-entropy upcom-
ing words, even in less supportive contexts. In contrast, the “optional function” view pro-
poses that prediction only occurs when strongly cued, with no active computation in low-
constraining contexts. Our study aligns with this distinction, showing that while listeners
engage in semantic prediction across both high- and low-constraining contexts, phonologi-
cal prediction appears to rely on stronger contextual support to be activated. This distinction
suggests that semantic and phonological prediction may be governed by different mecha-
nisms in sentence comprehension: semantic prediction serves as a broad, generalized antic-
ipatory mechanism, whereas phonological prediction is more context-dependent, requiring
robust cues to become active.

Within high-constraining contexts (in Experiment 1), we observed anticipatory mouse
movements toward semantic competitors initiating approximately 1380 ms (roughly two
words) before the target word onset. This finding is consistent with previous eye-tracking
visual world studies that used the same set of stimuli and the same preview time, as evidenced
by Li et al. (2022) and Li and Qu (2024), who reported a comparable onset time of 1400 ms.
As suggested by Li et al., this early effect likely stems from the initial contextual constraints
imposed on the target words. This interpretation is further supported by a cloze probabil-
ity test for the sentence fragment truncated 1400 ms before the target word in their study,
which revealed a moderate cloze probability (mean: 33%, range: 20–45%) for the anticipated
target words, and hence eliciting an early preactivation effect. In low-constraining contexts
(Experiment 2), anticipatory movements toward semantic competitors began 900 ms before
the target word onset, delayed compared to the high-constraining contexts. This indicates
that the timing of semantic prediction is influenced by the predictability of the context.
Specifically, the onset of anticipatory movements is modulated by the degree of constraint
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imposed by the linguistic contexts, highlighting the adaptability of the language comprehen-
sion system to varying levels of predictability.

In our study, we observed that significant cluster effects for phonological competitors com-
menced 600 ms before the target word in high-constraining sentences (Experiment 1), and
approximately 560 ms after the target word in low-constraining sentences (Experiment 2).
This phonological effect persisted for around 200 ms, much shorter than that of semantic
effects. This brief duration of phonological predictive effects is consistent with findings from
several recent studies using different paradigms and techniques. For instance, visual world
studies like those conducted by Ito et al. (2018), Li et al. (2022), and Li and Qu (2024) have
reported similar durations of phonological prediction effects, around 200 ms. In addition, a
study integrating EEG with RSA by Wei et al. (2023) also documented predictive effects
lasting approximately 200 ms. This brief duration of phonological predictive effects could
be attributed to the relative ease of disconfirming phonologically related items in a sentence
context. In essence, once a phonologically related but incorrect item is presented, it can be
rapidly excluded from consideration, thus shortening the duration of the phonological effect.
In contrast, disconfirming semantically related items may pose a greater challenge due to
their higher semantic plausibility within the sentence. This complexity likely contributes to
the more extended duration of semantic effects observed. However, it is worth noting that
the predictive effects before the onset of target words in our study should theoretically be
uninfluenced by the plausibility of the yet-to-be-encountered words.

The present study represents the application of the mouse-tracking paradigm in the explo-
ration of linguistic prediction. This approach investigates linguistic prediction in sentence
comprehension through the detailed analysis of mouse movement trajectories (see also
Kukona, 2023 for the application of the mouse-tracking paradigm in linguistic prediction).
The mouse-tracking task, alongside the eye-tracking visual world paradigm, introduces a
set of possible upcoming referents in the visual display, which can influence linguistic pro-
cessing. For example, this visual element may foster a predictive context within the task,
encouraging participants to actively engage in prediction. This type of experimental paradigm
involves restrictions imposed by the context with the available referents in the display, and
possibly could not reflect the whole picture of the probability distribution of upcoming words.
For instance, in low-constraining contexts, multiple words have a low probability, but they
might not be detected when only a small number of options are presented in this type of
paradigm. However, an important consideration is that scenarios involving both visual and
spoken processing closely mimic real-world situations where auditory information and visual
referents are commonly encountered in tandem. This aspect of the mouse-tracking and visual
world paradigms offers a significant advantage, providing a more ecologically valid approach
to studying linguistic prediction in environments where multiple sensory modalities converge
(Huettig, 2015). Another consideration in the mouse-tracking paradigm is the potential issue
of similarity between stimuli when presenting multiple options. To address this, an alternative
could involve a Go/No-Go paradigm, where only a single stimulus is presented, and partic-
ipants confirm or reject its appropriateness. This approach effectively minimizes potential
interference from similar stimuli but does so at the expense of ecological validity.
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The time course analysis was the main analysis approach used in the present study, as
it is particularly useful for capturing the dynamics of variables. However, future research
could benefit from the time continuous multiple regression (TCMR) approach (Scherbaum,
Dshemuchadse, Fischer, & Goschke, 2010), especially if the study involves multiple inter-
acting variables. TCMR allows for simultaneous consideration of multiple predictors and
their continuous influence on responses over time, so the effects of multiple predictors could
be dissected to determine whether they are independent or overlapping. Furthermore, the
mouse-tracking paradigm is particularly advantageous for online testing, owing to its cost-
effectiveness and ease of implementation. This makes it an ideal tool for large-scale studies
that explore individual differences in predictive processing and associated cognitive skills.
In addition, its simplicity and ease of operation also makes it accessible to a wide range of
demographic groups, as participants need only the ability to use a mouse.

The findings of our study shed light on the dynamics of semantic and phonological pre-
diction in language comprehension. While semantic predictions occurred in both high- and
low-constraining contexts, their timing was influenced by the level of constraint, with ear-
lier predictions in high-constraining sentences. Phonological predictions tend to occur pre-
dominantly in high-constraining contexts. These findings suggest that the constraints within
sentences have the potential to modulate the representational contents of linguistic prediction
during language comprehension. Methodologically, the mouse-tracking paradigm presents a
promising tool for further exploration of linguistic prediction.
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