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Degree of conceptual overlap affects eye movements in visual world paradigm
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ABSTRACT
Several studies employing the visual world paradigm have shown that people will look at visual
objects having a semantic relationship with spoken words. However, it remains unclear how eye
movements are controlled in the visual world paradigm. The present study examined how
listeners guide their eyes in the visual world paradigm by distinguishing the conceptual overlap
hypothesis and the uncertainty reduction hypothesis. The uncertainty of the spoken words and
the degree of conceptual overlap between visual objects and spoken words were manipulated
by varying the spoken words across different hierarchical levels. The result showed that
participants looked at the target objects more often when there was greater conceptual overlap
between visual objects and spoken words, suggesting that the degree of conceptual overlap
between spoken words and visual objects is the major factor that determines the probability of
looking at a target object.
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Using the visual world paradigm pioneered by Cooper
(1974) and Tanenhaus et al. (1995), previous studies
have shown that our eyes usually look at objects men-
tioned in the speech we hear (Altmann & Kamide,
2007; Huettig & Altmann, 2005; Yee & Sedivy, 2001).
The visual world paradigm clearly presents how to inves-
tigate the integration of language and visual information,
which is important in day-to-day activities, where people
relate what they hear to what they see. In this paradigm,
auditory stimuli are presented to participants along with
a visual display in which a scene with different objects is
depicted. The results show that visual attention is
directed not only to objects directly mentioned in
speech but also to those that are semantically related
to the spoken words. These results raise an interesting
question of what drives eye movements when people
integrate speech and visual information.

Some studies have suggested that the probability of
viewing a given object is proportional to the extent of
the conceptual overlap between the object and the
spoken word (Allopenna et al., 1998; Altmann &
Kamide, 2007; Huettig & Altmann, 2005; Tanenhaus
et al., 2000). For example, Huettig and Altmann (2005)
found that participants directly looked at a trumpet
when they heard a semantically related spoken word,
in this case, piano. They concluded that “hearing
‘piano’ activated semantic information which overlapped
with the semantic information encoded within the
mental representation of the concurrent ‘trumpet’” (p.

B30). This suggests that eye movements are driven by
the degree of conceptual overlap (both items were
musical instruments). In another study, rather than
using the semantic relation between the visual scene
and spoken words, Myung et al. (2006) considered a
specific feature (how to manipulate an object) as the
overlapping feature and showed that common func-
tional features shared by visual objects and spoken
words (e.g. piano and typewriter), could also increase
looking toward the typewriter than toward unrelated
objects, such as a bucket. In their manipulation, they con-
sidered the common feature of a piano and a typewriter,
which is that their use requires similar hand positions
and movements.

Based on the findings reviewed above, Altmann and
Kamide (2007) formally proposed a conceptual overlap
account to explain why linguistic information influences
the probability that people shift their visual attention in
studies using the visual world paradigm. This theory
makes two assumptions. First, the conceptual represen-
tations of spoken words and objects are compositions
of features rather than indivisible wholes, and each
object usually has several criteria that distinguish it
from other objects. Second, the activation of conceptual
features by spoken words increases the preexisting acti-
vation of conceptual representations of visual objects,
which is called an activation boost caused by featural
overlap. Based on these assumptions, Altmann and
Kamide (2007) proposed that the greater the featural
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overlap between the object shown in a picture and the
object mentioned in speech, the greater the likelihood
of a saccade toward the target. However, although
many studies have shown that conceptual overlap can
mediate visual attention, no study has provided strong
evidence by directly manipulating the degree of concep-
tual overlap between spoken words and visual objects.

An alternative hypothesis to the conceptual overlap
hypothesis is the uncertainty reduction hypothesis.
According to this hypothesis, one is more likely to look
at a visual object which helps to reduce the degree of
uncertainty of the spoken language. That is to say,
when the spoken word is more uncertain, listeners
might have difficulty comprehending word. In this situ-
ation, listeners might need to look at the corresponding
visual object so that they can understand the spoken
language more efficiently. In contrast, if the spoken
language is specific and informative, listeners can under-
stand the spoken word only with spoken language, so
that they do not necessarily look at the corresponding
visual object. For instance, when we hear the word
animal, we do not know exactly what kind of animal
the speaker is referring to, and thus listeners need to
look at the corresponding visual object to reduce the
uncertainty of the word animal. On the contrary, a
more specific spoken word such as a sparrow is less
uncertain, so that listeners can comprehend the word
without looking at the corresponding visual object;
thus, listeners may not necessarily look at the

corresponding visual object. In summary, the uncertainty
reduction hypothesis predicts that listeners are more
likely to look at the corresponding visual object if a
spoken word is more uncertain.

The current study was designed to understand how
listeners guide their eyes in the visual world paradigm
by distinguishing the conceptual overlap hypothesis
and the uncertainty reduction hypothesis. We asked par-
ticipants to listen to three different categories of spoken
words while looking at a visual scene with four objects.
The spoken words were manipulated in such a way
that they represented different concepts of different
hierarchical levels. For example, when people see a
picture as shown in Figure 1, which includes a sparrow,
they may hear a spoken keyword of either animal, bird,
or sparrow. Traditionally, the concepts can be divided
into three levels based on the abstraction level of the
concept: general and abstract superordinate level, inter-
mediate basic level, and more specific subordinate level
(Rosch et al., 1976). These three hierarchical levels of con-
cepts differ in the number of features shared by their
members. The features of superordinate-level members
are highly distinct and lack specificity, subordinate-level
members have very specific features, and the basic-
level members balanced the other two. As we will
explain afterward, the words corresponding to different
levels of concepts differ based on the degree of concep-
tual overlap between spoken words and visual objects,
and also differ in terms of the uncertainty. Because

Figure 1. An example of a visual display used in the present study.
Note: In this figure, the target is a sparrow and the picture of the car, the table, and the mushroom are distractors. Across all the visual sets, the positioning of the
target and the distractors was random.
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different papers have different descriptions of the con-
ceptual level, and we were interested in the comparison
of uncertainty and degree of overlaps between spoken
words and visual objects, we refer to the words corre-
sponding to the highest, lowest and middle level con-
cepts as low-specific words (e.g. animals), high-specific
words (e.g. sparrow), and medium-specific words (e.g.
bird), respectively.

On one hand, such manipulation can meet the needs
of using spoken words at different hierarchical levels to
investigate how the degree of conceptual overlap
affects eye movements. A visual scene with four
objects was presented to the participants. A high-
specific word (e.g. Labrador, sparrow) has the most
specific and informative features, and these features
were shared by the target object in the visual display
(e.g. a picture of a sparrow), thereby a high-specific
word has the highest degree of conceptual overlap
with a visual target object. In contrast, a low-specific
word (e.g. animal, furniture) carry the fewest conceptual
features, and thus they have the lowest degree of con-
ceptual overlap with visual objects. Similarly, the
degree of conceptual overlap between a medium-
specific word (e.g. bird, dog) and the target object lies
between the above two conditions. According to the
conceptual overlap hypothesis proposed by Altmann
and Kamide (2007), fewer overlapping features
between the objects shown in the visual scene and the
words in speech result in fewer looks at the targets.
The hypothesis predicts that the target objects will be
looked at most, an intermediately, and least when par-
ticipants hear the high-specific, medium-specific, and
low-specific words, respectively.

On the other hand, as the spoken words presented to
the participants were selected from different hierarchical
levels based on their levels of abstraction, we can also
examine whether the uncertainty of the spoken words
affects our eye movements. In particular, low-specific
words at a high hierarchical level were more abstract
and had more referents (e.g. animal). In contrast, high-
specific words at the lowest hierarchical level were less
abstract and had few referents (e.g. sparrow) and
medium-specific words at an intermediate hierarchical
level had a balanced position (e.g. bird). Consequently,
the uncertainty of the low-specific spoken words is
higher than that of medium-specific words, which is in
turn higher than that of high-specific words. Based on
the proposition of the uncertainty reduction hypothesis,
when a listener hears a word with higher uncertainty, the
eyes are more likely to move to the relevant object to
assist in spoken language comprehension. Thus, contrary
to the prediction of the conceptual overlap hypothesis,
the uncertainty reduction hypothesis predicts that

readers’ eyes are more likely to move to the relevant
visual object when they hear a low-specific word (e.g.
animal) than when they hear a medium-specific word
(e.g. bird), and when they hear a medium-specific word
(e.g. bird) than when they hear a high-specific word
(e.g. sparrow).

The present study could be used to distinguish
between the conceptual overlap hypothesis and uncer-
tainty reduction hypothesis regarding how eye move-
ments are guided in visual world paradigm
experiments. We were mainly interested in the following
two eye movement behaviours: First, the proportion of
eye movements that are ultimately attracted to the
objects mentioned by different-level words; second,
the speed on which the spoken words from the
different levels mapped to the objects. These eye move-
ment behaviours can provide us a good way to observe
the dynamic aspect of visual attention deployment
during visual-language integration.

Method

Participants

A total of 42 native Chinese speakers, aged between 18
and 29 years (M = 23.2) participated in the experiment.

Apparatus

The eye movements of the participants were recorded
using an eye tracker with a sample rate of 1000 Hz.
Experimental materials were presented on a 21-inch
CRT monitor (SONY G520) with a 1024 × 768 pixel resol-
ution and a refresh rate of 150 Hz. Although the viewing
was binocular, only the right-eye movement data were
collected. The participants were seated at a distance of
58 cm from the video monitor.

Materials and design

A total of 42 sets of critical visual displays were each
paired with a spoken word for the experiment. Each
visual display contained a target (e.g. sparrow) and
three distractors (see Figure 1 for an example of the
experimental stimuli). Three conditions were created
depending on the hierarchical level of the spoken
words. In the high-specific condition, the spoken words
were at the lowest hierarchical level, sharing more
common features with the visual object (e.g. “麻雀”,
/ma2que4/, meaning sparrow); in the medium-specific
condition, the spoken words were at the medium hier-
archical level (e.g. “鸟”, /niao3/, bird), and in the low-
specific condition, the spoken words were at the
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highest hierarchical level (e.g. “动物”, /dong4wu4/,
animal). We selected 42, 8, and 6 words as high-
specific, medium-specific, and low-specific words,
respectively. These words were chosen from Battig and
Montague (1969) and Rosch et al. (1976) and were trans-
lated into Chinese for the experiment.

The degree of matchiness between the pictures and
the spoken words was evaluated using a picture-name
agreement task. We carefully ensured that the distractors
and the spoken target words do not share any phonolo-
gical, semantic, or orthographic components. The pos-
itions of the four objects in the visual scenes were fully
counterbalanced in the display.

Furthermore, medium- and low-specific words
appeared two or more times in the experiment since
they were fewer than high-specific words. To reduce
the influence of these repeated items, 42 additional
fillers from the medium-specific and high-specific con-
ditions were added so that not only medium-specific
and low-specific words but also high-specific ones
were repeated. Each filler trial contained four objects
unrelated to any spoken word. At the beginning of the
experiment, eight practice trials were conducted to fam-
iliarise the participants with the procedure. The spoken
words were recorded by a female native speaker of
Chinese, and the mean duration of the spoken words
was comparable (ps > .153) across three conditions
(high-specific condition: M = 765.23, SD = 59.43;
medium-specific condition: M = 735.56, SD = 122.92;
Low-specific condition: M = 716.15, SD = 31.15).

The pictures used in the present study were selected
from the Merriam-Webster visual dictionary, designed by
QA International. All pictures were black and white and
adjusted to a size of 350 × 250 pixels, subtending an
approximate 13.67° × 9.77° visual angle, to fit the exper-
imental computer monitor. To measure the visual com-
plexity of the pictures, 15 participants were instructed
to rate the complexity of the picture of each object on
a 7-point scale, for which 1 indicated very simple and 7
indicated very complex. The complexity of the pictures
was carefully controlled. The participants were told to
rate the complexity of the drawings themselves rather
than the complexity of the real-life objects they rep-
resented. Visual complexity was comparable across the
targets (M = 3.987, SD = 1.331) and distractor objects (dis-
tractor 1: M = 34.179, SD = 1.082; distractor 2: M = 33.841,
SD = 1.024; distractor 3: M = 33.685, SD = 1.156), with no
significant differences displayed (ps > .248). To measure
luminance, we used the function “lum_calc”, which was
designed by Rodrigo Dal Ben (2019). The function uses
the MATLAB Image Processing Toolbox to transform RGB
images into HSV and CIE Lab colour spaces. From the
value and luminance channels, the luminance mean

and standard deviation were calculated. The mean lumi-
nance was comparable across target and distractor
objects. The luminance difference from the HSV colour
space between targets (M = 0.874, SD = 0.228) and dis-
tractors (distractor 1: M = 0.860, SD = 0.236 distractor 2:
M = 0.852, SD = 0.227, p = 0.269; distractor 3: M = 0.854,
SD = 0.235, p = .321) were not significant (ps > .269).
The luminance difference from the CIE Lab colour
space between targets (M = 87.945, SD = 21.980) and dis-
tractors (distractor 1: M = 86.622, SD = 22.823; distractor
2: M = 85.926, SD = 21.791; distractor 3: M = 86.042, SD
= 22.709) was also not significant (ps > .286).

Procedure

The eye tracker was calibrated and validated at the
beginning of the experiment. The validation error was
smaller than 1° of the visual angle. The visual display
was presented for two seconds before the onset of the
spoken word. The participants were instructed to press
the left button if any objects on the visual display
matched the spoken word, and to press the right
button otherwise.

Results

Reaction times (RTs) and the accuracies of the button
press were calculated for the three conditions. Using
the eye movement data, we calculated the mean
fixation proportions on the targets and distractors
under each condition from 500 ms before to 1,500 ms
after the onset of the spoken target word. The period
was divided into 21-time windows, with the fixation pro-
portions of each object on the display being measured
every 100 ms.

Both the behaviour and eye movement data were
analysed using logit mixed models (Jaeger, 2008), in
which word type (a high-, medium-, or low-specific
word) was entered as a fixed effect, and the slope and
intercept of the participants as well as the items were
entered as random effects (Barr et al., 2013). Since the
full model did not converge, we removed the random
slope of the item in the model. The lmer function from
the lme4 package (Version 1.1-7; Bates et al., 2014) was
used to analyze RTs, and the glmer function was used
to analyze the fixation probability data. The programme
was performed in R environment (Version 3.3.2; R Core
Team, 2016). The regression coefficients b, standard
errors SE, Z values, and p-values were reported.

Table 1 shows the mean RTs and accuracies of the
button press. The RTs were significantly longer after
the participants heard the words in the low-specific con-
dition than in the medium-specific condition (b = 129.53,
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SE = 41.34, t = 3.134, p < .01), while there was no signifi-
cant difference between the high- and low-specific con-
ditions (p = .119). The accuracy of the button press across
all three conditions was high, and was not significantly
different across the three conditions (p > .05).

The fixation proportions for the targets and the dis-
tractors in the high-, medium-, and low-specific con-
ditions from 500 ms before the onset of the spoken
target words to 1500 ms after the onset of the target
words are shown in Figure 2. An early divergence
between the fixations on the targets and the distractors
appeared 400 ms after the onset of the spoken words
(low-specific condition: b = 0.225, SE = 0.098, Wald-Z =
2.283, p < .05; medium-specific condition: b = 0.277, SE
= 0.098, Wald-Z = 2.833, p < .01; high-specific condition:
b = 0.185, SE = 0.100, Wald-Z = 1.845, p = .07), after
which the fixation probabilities of the targets across all
three conditions were significantly higher than those of
the distractors (for all conditions, p < .001). These
results indicate that under all three conditions, the con-
cepts named by the spoken words can direct visual
attention to the objects in the display related to the
spoken words. Moreover, we analysed the differences

in fixation proportions across the high-, medium-, and
low-specific conditions (Figure 2). The fixations on the
target under the low-specific condition began to separ-
ate from the other two conditions in the time window
of 500–600 ms (medium-specific condition: p = .07;
high-specific condition: p = .06), and the difference
reached a significant level of 600–700 ms (b = 0.194, SE
= 0.087, Wald-Z =−2.222, p < .05). That is to say, the
targets under the low-specific condition received fewer
fixations than under the medium- and high-specific con-
ditions but received more fixations than the distractors. It
can also be seen from Figure 2 that the rising trend of
fixation proportions under the low-specific condition
was slower than under the other two conditions. Further-
more, it shows that the fixation proportions under the
medium-specific condition also had a divergence point
at 1200–1300 ms (b =−0.140, SE = 0.081, Wald−Z =
−2.519, p < .05), after which the spoken words in the
high-specific condition caused more fixations than the
words in the medium-specific condition.

In the experiment, we controlled the duration time of
the spoken words to ensure that the word length did not
cause any difference across the conditions. However,
three items in the medium-specific condition were 1-syl-
lable words, while all the other words were 2-syllable
words. A total of 95.2% of the trials were left after we
deleted those 3 items. The pattern of the results was
basically unchanged. In addition to the syllable differ-
ence, we checked the phonemes of the items in the

Table 1. Mean reaction time and accuracy.
High-specific
condition

Medium-specific
condition

Low-specific
condition

RT (ms) 1691 (58.59) 1631 (55.22) 1759 (62.22)
Accuracy 0.97 (0.01) 0.97 (0.01) 0.94 (0.02)

Figure 2. Fixation proportions for the target under the high-, medium-, and low-specific conditions 500 ms before the onset of the
spoken target word.
Note: In this figure, the curves of the distractors refer to the mean fixation probability of three distractors in each condition.
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study. Only one item was unmatched between the target
and distractors. The pattern of results was basically
unchanged after we deleted this item. In contrast, sylla-
bles are more important than phonemes in terms of
the phonology of Chinese words. In the present study,
the participants also fixated on the target objects
without looking at the distractor that shared one
phoneme with the target, further indicating that partici-
pants were not sensitive to the phonemes of the Chinese
words.

We used the FDR (False Discovery Rate) method pro-
posed by Benjamini and Hochberg (1995) to conduct the
p-valueadjustment. Thismethod isamorepowerful adjust-
ment method, which is designed to control the expected
proportion of “discoveries” (rejected null hypotheses)
that are false (incorrect rejections of the null). The results
after the p-value adjustment were the same pattern as
before the adjustment, except that the difference in
fixation probability between the low-specific and
medium-specific conditions was marginally significant.

To estimate the difference in the time course of the
fixation curve in finer detail, a growth curve analysis
(GCA) was used (see Mirman et al., 2008). GCA is a type
of multilevel regression model that is used for modelling
change over time. Mirman et al.’ s approach involves two
hierarchically related sub-models. The first sub-model
(level-1) uses linear regression, assessing the effect of
time, including an intercept term, a linear term, a quad-
ratic term, and higher order terms. The use of orthogonal
power polynomials makes it possible for the polynomial
terms to be independent of each other. The level-2
model describes the level-1 parameters in terms of popu-
lation averages, fixed effects, and random effects. The
intercept term is analogous to the mean fixation pro-
portion, reflecting the average height of the curve. The
linear term reflects the overall angle of the curve, that
is, the linear slope over the analysis window. The quadra-
tic term corresponds to the degree of curvature, indicat-
ing the rise and fall rate around an inflection point. The
higher-order terms, such as the cubic and quartic
terms, as Mirman et al. stated, may be difficult to inter-
pret and may lack clear cognitive interpretations. In
this study, the time course within the analysis window,
as plotted in Figure 2, was simple, and the intercept,
linear, and quadratic terms were considered likely to be

sufficient. Thus, our growth curve models evaluated the
effects of these time terms on the fixation proportions,
including the critical fixed effect of the conditions and
the random effects of the subjects on each time term.
Because it takes about 200 ms to programme a
saccade (Matin et al., 1993), our analysis window began
at 200 ms and extended to 1100 ms when the target
fixations reached a plateau.

Table 2 shows the results of this analysis, comparing
the targets and distractors under each condition, and
the behavioural data and model fits were plotted in
Figure 3. The distractor was used as a baseline (via
dummy coding). The GCA model reveals a reliable
effect of the target on the intercept, reflecting the con-
stant advantage for all types of targets across the
window of analysis. In addition, significant effects were
found for all the other time terms as well, indicating a
steeper slope for the targets and subtle differences in
curvature between the curves for the targets and the
distractors.

The low-specific condition was used as the baseline
for comparing the other two conditions. A reliable
effect was found for the intercept, capturing the clear
mean difference between the high-, medium-, and
low-specific conditions within the time window (see
Table 3). Both the high- and medium-specific conditions
had higher fixation proportions and steeper slopes than
the low-specific condition, as can be observed in Figures
2 and 3. However, differences in the quadratic term
were not significant. Moreover, we examined the differ-
ences between the high- and medium-specific con-
ditions, but no reliable effect was found for any of the
time terms.

General discussion

The study was designed to investigate how eye move-
ments are controlled in the visual world paradigm. The
results showed that there were more fixations on the
semantically related objects than the distractors when
participants heard spoken words from all three hierarch-
ical levels. These results are consistent with previous
findings that found visual attention to be sensitive to
the semantic relation between visual objects and
spoken words (Cooper, 1974; Huettig & Altmann, 2005).

Table 2. GCA results for the fixations of the target and the distractors under each condition.
High-specific condition Medium-specific condition Low-specific condition

Est. SE t p Est. SE t p Est. SE t p

Intercept 0.46 0.01 35.01 <.001 0.45 0.02 28.89 <.001 0.37 0.02 22.09 <.001
Linear 0.88 0.04 23.19 <.001 0.80 0.05 17.35 <.001 0.66 0.04 16.85 <.001
Quadratic −0.19 0.02 −7.61 <.001 −0.20 0.03 −6.39 <.001 −0.15 0.03 −4.86 <.001
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More importantly, hearing words from different hierarch-
ical levels result in different proportions of eye move-
ments to target objects; words in the high-specific
condition cause more fixations to the target object
than words in the medium-specific condition, and
words in the medium-level condition cause more
fixations than words in the low-specific condition. The
GCA analysis confirmed these findings.

The current findings are compatible with the concep-
tual overlap hypothesis, showing that different levels of
featural overlaps between spoken words and visual
objects determine the different probabilities that
people will shift their visual attention, such that the
greater the featural overlap, the greater the likelihood
of a saccade toward the target. Given that the target
object in the display (e.g. a picture of a sparrow) was pre-
cisely the referent of the spoken word (sparrow) in the
high-specific condition, there was a greater featural
overlap between the visual object and the spoken
word, leading to more eye movements toward the
target objects. The words used in the low-specific con-
dition (animal) were highly distinct and lacked specificity,
thus presenting the least featural overlap between these
spoken words and the visual objects. Thus, participants
looked at the target objects the least. The featural
overlap is intermediate in the medium-specific condition,
leading to an intermediate fixation probability in this
condition. In summary, we believe that the degree of
conceptual overlap between spoken words and visual

objects is the major factor determining the proportion
of fixations on a target object.

The finding that featural overlap between visual objects
and spoken words plays an important role in driving eye
movements is not unexpected. In this study, the visual
objects were shown earlier than the spoken words.
Before hearing the spoken words, participants might
have encoded the semantic information of the visual
objects. Therefore, the degree of conceptual overlap
between visual objects and spoken words plays an impor-
tant role in determining where to move the eyes. We can
also say that our visual attention is affected by conceptual
features that the spoken word can provide. The more fea-
tures the spoken word provides, the more likely we are to
fixate on the target. Our results are consistent with avail-
able visual search studies. For example, Maxfield and
Zelinsky (2012) proposed that highly specific subordinate
representations are best for guidance.

In our results, the early fixations showed no difference
in their rising trends between the medium- and high-
specific conditions. The GCA shows a steeper slope
under the medium- and high-specific conditions than
under the low-specific condition. One prominent
reason stated for this is that words at the medium hier-
archical level are very informative (Murphy & Brownell,
1985; Rosch et al., 1976), and their semantic features
are sufficient to distinguish the targets from the distrac-
tors, much as a word from the lowest hierarchical level
(sparrow). As a result, we can map the medium-specific

Figure 3. Observed data and model fits for the targets under the High-, Medium-, and Low-specific Conditions.

Table 3. GCA Results for the Target Fixation under the High-, Medium-, and Low-specific Conditions
High- & low-specific Medium- & low-specific High- & medium-specific

Est. SE t p Est. SE t p Est. SE t p

Intercept 0.09 0.02 5.72 <.001 0.08 0.02 5.24 <.001 0.01 0.01 1.17 0.242
Linear 0.22 0.04 5.63 <.001 0.14 0.04 3.64 <.001 0.08 0.05 1.74 0.082
Quadratic −0.04 0.03 −1.51 0.131 −0.05 0.03 −1.74 0.081 0.01 0.03 0.45 0.653
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word to the target object as fast as the word in the high-
specific condition. Then, we can continue to exact more
features or information from visual objects and spoken
words. The late emergence of discrepancies between
the high-specific and medium-level conditions is
because more detailed features are beginning to play a
part in the fixation probabilities over time.

The results of the current study do not support the
uncertainty reduction hypothesis, which proposes that
the higher uncertainty of the spoken word will cause a
higher fixation probability for the visual object. Accord-
ing to this hypothesis, listeners need to look at a corre-
sponding visual object more if the uncertainty of the
spoken word is high, so that they can efficiently compre-
hend spoken language. Thus, we expected higher
fixation probabilities when the spoken words had a
higher uncertainty or were at a higher abstraction level.
Apparently, this is not the case. We found a slower
rising trend and a lower probability of fixations toward
the target when the spoken word was more uncertain
in the low-specific condition.

In conclusion, using the visual world paradigm, we
found that the degree of conceptual overlap between
spoken words and visual objects affects the probability
of people looking at the target object. Participants
looked at the target objects more often when there
was a greater featural overlap between the visual
objects and the spoken words. These results are impor-
tant for understanding the mechanisms of eye move-
ment control in the interactions between spoken
language processing and visual processing.
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